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Abstract—The Internet and its associated global routing table
continues to grow with time. Will the current routing infras-
tructure be able to scale itself to sustain such growth? Over the
past several years, many efforts have been devoted to address
this important question. This paper presents a unique view from
a network operator’s perspective. We first clarify the definition
of the routing scaling problem in practical terms by providing
the relevant background information. We point out several
reality issues that, if overlooked, may impede the adoption and
deployment of a solution. Based on our operational experiences,
we identify several requirements for potential solutions, and
provide brief comments on the existing solutions.

Index Terms—routing scalability, BGP, network operation

I. INTRODUCTION

WHEN an IP packet arrives at a router, the essential job
the router needs to do is to look up its routing table

to determine the outgoing link, then to forward the packet to
that link. The basic challenge in carrying out these simple
operations is that the router must do it very fast, say, up
to hundreds of millions of packets per second per line card
as of today, which is also known as “line-rate forwarding”.
To achieve such forwarding performance, a router uses the
fastest hardware such as ASIC chips to maintain a local copy
of the full routing table on each line card. The full routing
table contains information on how to reach all the reachable
Internet addresses around the world. Today this table holds
more than 300,000 network prefixes, and the number keeps
increasing [9]. Why is it necessary to have a local copy of
such a big table? Because it is simply infeasible to query a
remote data structure to find the outgoing link information,
since such query-response process induces communication
delays which compromises the performance goal of line-rate
forwarding. The line-rate forwarding requirement dictates that
the routing system cannot be built as hierarchical and/or
distributed routing tables, even though structures can scale
very well. Moreover, since IP forwarding is done on a hop-
by-hop basis, it implies that every router along the forwarding
path must store such a full routing table locally 1. As the
Internet continues to grow, the full routing table is getting
bigger and bigger. The ignited routing scalability issue, from
an operator’s point of view, comes down to a very simple
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and basic question: do the routers in my network have enough
memory to hold the full routing table?
Another related factor to the routing scalability is the

routing dynamics which demands certain amount of computa-
tional resources from a router to process the routing updates.
Network events such as individual networks connect to or
disconnect from the Internet, links going up and down, or
routing devices failures, constantly change the topological
connectivity of the Internet. Such dynamic changes lead to
routing updates being propagated across the whole Internet.
We closely monitor the workload imposed by routing dynam-
ics on our routers, in particular the CPU usage. Although we
observed some CPU usage spikes during BGP session resets,
in most time our records show that routers have plenty of
computational power to handle routing dynamics. Moreover,
[8] examined the Internet routing dynamics for the past two
years and concluded that routing dynamics has not changed
much while the Internet continues to grow. Both observations
lead to the same conclusion that routing dynamics is not a
major routing scalability concern, at least for the near future.
The routing scalability issue has been discussed for years

[1]–[3], [5], [7], [8], [10]. Most of the discussions are taking
place in academia community. In this paper, we provide a
different view from a network operator’s perspective. We
emphasize that this paper is our attempt to provide relevant
specifics regarding routing scalability based on our own opera-
tional experiences. We describe relevant background informa-
tion in Section II, and offer a forecast on the global routing
table growth in Section III. Section IV discusses a number
of issues in the operational reality regarding new technology
deployment. Section V outlines several requirements that we
feel important for a solution to be adopted by industry, and
section VI provides a brief review on the solution space.

II. BACKGROUND

Generally speaking, a typical carrier-grade router can be
viewed as a distributed system within a single chassis. By
distributing different functionality to different components,
router vendors have achieved better scalability, flexibility and
reliability. However, such distribution also leads to multiple
copies of routing tables being replicated and stored across
multiple components. As illustrated in Fig. 1, a typical modern
router is composed of three major components: 1) a control
engine running various routing protocols with its neighbor
routers to collect routing information and to select the best
routes; 2) a number of parallel forwarding engines, also known
as line cards; and 3) a switch fabric connecting control engine
and line cards. Each line card hosts one or more high-speed
forwarding ASIC chips to forward IP packets at line rate.
Forwarding ASIC chips are specially designed and engineered

0733-8716/10/$25.00 c© 2010 IEEE



2 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 28, NO. 8, OCTEMBER 2010

Fig. 1. An illustration of a typical modern router architecture

to meet the stringent performance requirements of high-speed
line rate operations (currently at over 100Gbps per line card).
Because of such special requirements, the line cards are the
most expensive component in a router. Besides ASICs, a line
card also has its own CPU and memory, usually running an
embedded OS for control and management purposes.
Based on such a design, there are normally three copies of

the routing table inside one router. First, the control engine
maintains a large routing table called Routing Information
Base (RIB) to store all network prefixes, including multiple
possible paths for these destinations. The control engine
selects the best routes from the RIB and installs them in a
master forwarding table. Second, every line card maintains a
local copy of the forwarding table in its own memory which
mirrors the master forwarding table through real-time syn-
chronization. Third, each forwarding ASIC chip maintains a
highly compressed routing table in its built-in memory, usually
implemented using a tree-based data structure to achieve fast
IP routing lookup during packet forwarding process. This data
structure inside ASIC chip is the ultimate source for a router
to make the forwarding decision on which interface to forward
the traffic out.
To achieve the optimal performance-cost ratio, different

types of memory hardware are used to store different routing
tables, depending on hardware capacity, speed, and cost.
Because the routing information in the RIB is not directly
used for packet forwarding, RIB memory normally uses larger,
cheaper, and slower memory such as DRAM. On the other end,
ASIC forwarding chip on a line card uses much faster but also
more expensive and smaller memory such as SRAM. Line card
memory hardware is somewhere in between. In most cases, the
memory module is not a Field Replaceable Unit (FRU), thus it
is not upgradable by users themselves; it will break the support
contract if a user chose to do so. To expand memory capacity,
vendors recommend to upgrade a routing engine or a line card
as a whole. In this regard, it does not make a difference when
either line card memory or ASIC built-in memory needs to
be upgraded. With this in mind, we use a rather general but
popular term, Forwarding Information Base (FIB) to refer to
the routing table stored in either line card memory or ASIC

memory.

Comparatively, a routing engine is much easier to upgrade
than a line card in terms of cost and process. Unlike specially
built line cards, a routing engine is often built using commer-
cial off-the-shelf (COTS) hardware as long as it is capable
to handle routing engine’s functionality. In addition, a router
is usually designed with redundant routing engines. A routing
engine can be replaced during operation with almost no impact
on traffic forwarding. On the other hand, replacing a line
card has direct impacts on traffic, thus such activity must be
planned and carried out carefully. Overall, RIB memory is a lot
easier and cheaper to upgrade than FIB memory. Even beyond
the physical difficulties of upgrading components, vendors are
continually challenged to scale memory components without
adversely impacting the cost. Continuing to add memory at
a rate greater than Moore’s Law has many challenges: power
budget for the router, heat dissipation/cooling required and
the diminishing return on air cooling, as well as the restricted
footprint of the device due to the fact that components have
a silicon landscape budget as well.

Different routers, depending on their capacity, functionality
and cost, play different roles within an ISP. Typically, a router
may play any of the following three main kinds of roles: 1) a
core router is usually located at a major Point-of-Presence
(POP) connecting to one or more core routers located at
distant POPs to provide domestic or international long-haul
transportation; 2) an edge router directly connects to customer
networks to provide them the Internet connectivity; and 3)
an aggregation router aggregates traffic from edge routers
and then either sends the packets to core routers or loops
them back to other edge routers within the same metropolitan
area. Because a core router handles the aggregated traffic,
it is often equipped with the high-speed and expensive line
cards. Once a core router is unable to handle the ever-growing
traffic or is about to be depreciated 2, it will be replaced by a
newer model with the latest and greatest line cards. In most
such cases, the old core router is still functional, so it makes
perfect economical sense to keep it and turn it into either an
aggregation router or an edge router. As time passes by, more
and more legacy routers are gradually moved to the edge.

To a typical ISP, it is generally true that the number of its
edge routers is proportional to the size of its customer base,
while the number of the core routers is proportional to the
number of POPs the ISP has a presence. The exact ratio of
edge routers to core routers varies from network to network,
but it is usually in the range of 4:1 to 10:1. Because of the large
installation base of edge routers, upgrading all of them at one
time is unlikely, if not impossible. Upgrades of edge devices
are mainly driven by customers. When new customers require
more ports to terminate them, or existing customers demand
greater bandwidth, it is time to upgrade an edge router to a
newer model with greater port density and faster interfaces.

2In terms of router replacement cycles, ISPs generally depreciate their
equipment over a five year window. Add to that a six-month certification
effort, and a one and a half year deployment time line, one may end up with
a seven-year router replacement cycle.
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III. ROUTING TABLE GROWTH

The Internet routing table growth has been mainly driven by
the growth of Internet itself and deaggregation of the network
address space. Regional Internet Registries (RIRs) such as
ARIN, assign large blocks of IP addresses to service providers.
The providers break up these large address blocks internally
and assign individual pieces to different regions, POPs and
various customers. Much of this deaggregation can be sum-
marized externally, except in the cases of customer site multi-
homing. Multi-homing benefits a customer with increased
throughput and connectivity redundancy, but it also breaks
the routing aggregation of the original CIDR design and adds
more routing entries into the global routing table. From the
protocol design’s perspective, the current inter-domain routing
protocol lacks of traffic engineering capability at AS level.
Consequently BGP was often hacked with ad-hoc approaches,
such as prefix de-aggregation or AS path prepending, to
meet the real-world routing demands. Moreover, coupling the
longest-match route selection with the absence of a built-in
verification system in BGP, operators also have an incentive
to intentionally announce more specific routes to prevent prefix
hijacking.
The trend of the routing table growth is critical to un-

derstand the routing scalability issue. However, due to the
uncertainty of the future, it is very challenging to make a
fair prediction on such trend. Here we attempt to provide our
empirical prediction based on our own experiences.

A. Assumptions

There will be two major events which affect future routing
table growth: IPv4 address depletion and IPv6 adoption.
It is predicted that all unallocated IPv4 addresses will be
exhausted some time in 2011 or 2012 [20]. Past this date,
IPv6 will be the only way to fulfill the demand for more
IP addresses. IPv6 becomes an important aspect of business
continuity for networks whose IP address needs continue to
grow. Furthermore, new networks will be deployed as IPv6-
only networks.
When old networks find a need to converse with these

new IPv6-only networks, they will be driven to dual stack.
It is possible that IPv4 to IPv6 Network Address Translation
(NAT) may somewhat reduce the need for networks to go dual
stack, but this approach has all of the same shortcomings as
current IPv4 NAT. Furthermore deploying IPv4 to IPv6 NAT
in the new IPv6-only networks requires new IPv4 addresses to
interface with IPv4 networks, which may be difficult to obtain.
Likewise deploying IPv4 to IPv6 NAT to legacy IPv4 networks
requires the deployment of IPv6 which takes a similar amount
of work as extending IPv6 to the Internet facing services of
these legacy networks. This leads many to the conclusion that
wide spread IPv6 adoption will likely occur around the time
of IPv4 depletion for business continuity reasons.
ISPs generally upgrade their equipment over a seven year

window. In terms of predicting the impact of routing table
growth on routing hardware, one only needs to look within
the seven year cycle. This means it becomes irrelevant to
model the IPv6 adoption rate or carefully determine the IPv4
depletion rate if you believe there is a high likelihood that IPv4

depletion and wide spread IPv6 adoption will occur within
the next seven year cycle. With this in mind, one approach
to project the size of the IPv6 Internet table in seven years is
to instead project the size of the IPv4 Internet table in seven
years, and then interpolate from that table how big the IPv6
Internet table would be if all networks adopted dual stack and
did IPv4 style multi-homing and traffic engineering.
The last assumption about routing table growth is that the

routing table growth seen in the past is representative of future
routing table growth. Without this assumption, one cannot
make any reasonable routing table growth predictions. There
are additional factors that might cause routing table growth
in the future to be different such as fragmentation from an
IPv4 market, IPv4 rationing to extend the life of IPv4, and
a decrease in minimum allocation. The projection presented
below did not take into account these considerations.

B. Projecting IPv4 Routing Table Growth

Default Free networks will need to carry all of the routes
in the Default Free Zone (DFZ) 3. In addition, each network
will also carry additional routes about their internal topology,
as well as more specific internal routes that may impact how
their network delivers traffic, but may not impact how the
greater Internet delivers traffic, such as static customers using
the addresses assigned by their providers or BGP customers
multi-homed to only a single AS. Such customers’ addresses
can be aggregated by their providers.
1) Impact of the Economic Downturn: The IPv4 Internet

routing table growth data used in this document is derived
from the CIDR report [21] up until October 2007. This is
because in the early part of 2008, the routing table growth
curve began to flatten out. It is possible that this slow-down
of Internet routing growth is a result of the impact of the
economic downturn.
The pre-2008 curve is steeper than Moore’s Law. In early

June 2008 through July 2009, the growth rate was flatter with
the last three months being quite flat. Following this period of
slow growth is a growth rate much steeper than the pre-2008
curve.
It is hard to judge the significance of the recent upturn

in Internet routing table growth. It is possible that this is a
blip that consists of simply noise. It is possible that this is a
rebounding event that will result in returning the growth rate
to the pre-2008 curve. It is also possible that this will be the
new sustained growth rate. As such, this paper will use the
pre-2008 curve as a basis for analysis.
2) Projecting IPv6 Routing Table Growth From The IPv4

Table: One approach to projecting the IPv6 Internet seven-
year table size is to examine the seven-year IPv4 Internet table
size and then correlate the IPv6 Internet table assuming all
networks adopted dual stack and did IPv4-style multi-homing
and traffic engineering. This is accomplished by dividing the
IPv4 Internet table into three types of prefixes; aggregates,
de-aggregates from growth into a non-contiguous space, and
de-aggregates to perform traffic engineering. The assumption
is that since all individual IPv6 address assignments are very

3One can trend the growth of the Default Free Zone (DFZ) from Geoff
Huston’s CIDR report found at [21].
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Fig. 2. IPv4 Internet Routes

large in size, the extra prefixes from growth into a non-
contiguous space should not occur. Thus a network should
only announce a single aggregate plus the number of more
specifics needed to support multi-homing traffic engineering.
As a result we could calculate the number of IPv6 routes
in the Internet routing table as a function of the number
of active ASes (each AS advertising one aggregate) and
the additional more-specific prefixes needed for multi-homing
traffic engineering.

a) Assumptions Not Accounted For: The above statement
assumes that a single AS that currently announces multiple
non contiguous addresses would only make one announcement
if its non contiguous address blocks were replaced with a
single contagious block. However one cannot determine with
certainty whether the address announcements are separate only
because they are not contiguous, or because they are both
non-contiguous and used for separate traffic engineering. As
a result this projection has erred on the conservative side, and
assumed all non-contiguous addresses are not used for separate
traffic engineering.
This projection does not account for all of the ASes that an-

nounce only a single /24 into the routing system because they
are prohibited from announcing smaller prefixes. If instead
they are given a large IPv6 assignment such as a /48, they
might make multiple announcements for traffic engineering.
Here this projection has erred on the conservative side, and
assumed that these networks would only make one IPv6
announcement.
The projection does not account for the impact of Network

Address Translation (NAT) in IPv6. Many people feel that with
the abundance of IPv6 addresses, networks will no longer have
a need to run Network Address Translation (NAT). Some of
these networks may be using Network Address Translation
(NAT) as their traffic engineering mechanism, by hiding
behind multiple NAT addresses. With the removal of NAT,
these networks will likely seek an alternate traffic engineering
mechanism which might be advertising more specific routes.
This is not accounted for.
This projection does not account for other possible impact-

ing factors such as a grey market for IP space; changes in

Fig. 3. IPv4 Active AS Growth.

RIR IP addressing policy; more pervasive addressing needs,
such as every handset, RFID tag, coffee maker, or other
common appliance in every household in India and China.
This projection also does not account for private VPN routes,
which could be a sizable consideration in some networks.

C. Internet Table Growth

1) IPv4 Internet Table Growth: The graph in Fig. 2 depicts
the growth of the IPv4 Internet table. The jagged blue line (the
upper line) is the daily number of routes in the Internet table
as reported by the CIDR report between 1988 and October
of 2007. There are two corresponding curves projecting the
growth rate of the IPv4 Internet table. The green curve is
a best-fit power regression and the red curve is a best fit
exponential.
As explained in Section III-B2, the jagged red line (the

lower line) in Fig. 2 shows the daily number of intentional
de-aggregates for traffic-engineering purpose, which is de-
termined by taking the difference between the total number
of IPv4 Internet routes and the IPv4 CIDR Aggregates. The
blue curve is a best fit exponential projecting the growth of
intentional de-aggregates.
2) IPv4 Active ASes: The graph in Fig. 3 depicts the growth

of the number of active ASes of the IPv4 Internet table. The
jagged blue line is the daily number of active ASes in the
Internet table as reported by the CIDR report between 1988
and October of 2007. The red curve is a best-fit linear curve
projecting the growth rate of the IPv4 Internet table.
3) Routing Table Growth of a Tier One ISP: One can inter-

polate the projected IPv6 Internet routing table by assuming
each network will advertise one aggregate (the red curve in
Fig. 3) as well as the number of intentional more specifics
for multi-homing and TE (the blue curve in Fig.2). This can
similarly be done for the internal routing table for a typical
tier-1 ISP.
Fig. 4 depicts the predicted growth of the IPv4 and IPv6

routing table. These numbers reflect both the IPv4 and IPv6
Internet tables, as well as the IPv4 and IPv6 internal routing
tables of a tier-1 ISP. The jagged green line (the upper jagged
line) indicates the projected number of total IPv4 and IPv6
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Fig. 4. IPv4 and IPv6 routing table growth for a Tier-1 ISP. The upper
line shows the projected number of total IPv4 and IPv6 Internet and internal
routes for the ISP assuming the high projection of 150,000 internal IPv4
routes, along with its best fit polynomial projection curve. The lower line
shows the projected number of total IPv4 and IPv6 Internet and internal routes
assuming the low projection of 50,000 internal IPv4 routes, along with its best
fit polynomial projection curve.

Internet and internal routes for a tier-1 ISP assuming the high
projection of 150,000 internal IPv4 routes. The red curve (the
upper curve) is the best fit polynomial projection of the tier-
1 ISP routing table growth. Similarly, the jagged purple line
(the lower jagged line) indicates the projected number of total
IPv4 and IPv6 Internet and internal routes for a tier-1 ISP
assuming the low projection of 50,000 internal IPv4 routes.
The blue curve (the lower curve) is the best fit polynomial
projection of the tier one ISP routing table growth.
In short, if the routing table growth follows the predicted

curve, the global routing table may have more than one million
routes in next four or five years, and its size may exceed two
millions routes in next ten years.

IV. TECHNOLOGY TREND VS. DEPLOYMENT REALITY

Similar to Moore’s Law and Robert’s Law [14], we found
that the router’s memory capacity also roughly follows a near-
exponential growth. As shown in Table I4, the router memory
tends to double its size every couple of years, thus more or
less matching an exponential growth curve. As of today, the
latest router model has no problem to handle the full routing
table. For example, one latest router is equipped with 4GB
memory for control engine, 1GB memory for line card and
32MB ASIC memory. With about 300,000 network prefixes
today 5, the typical memory utilization are well below 50% 6.
On the other hand, the recent routing table growth rate is
more linear [9], and [8] predicted that such linear growth
trend may remain for the next few years. Given the near-
exponential memory capacity growth and a near-linear routing
table growth, as questioned in [7], [8], do we really have a
routing scalability problem? Well, what technology can do is

4Data is based on one specific vendor’s product line.
5For most ISPs, they also need carry 110-140% more routes due to

infrastructure address space and internally deaggregated prefixes.
6Actual percentage may vary from router to router, ISP to ISP.

TABLE I
ROUTER MEMORY CAPACITY GROWTH

Year RIB (MB) Line card (MB) ASIC (MB)

1998 256 128 8

2000 768 128 16

2002 2048 256 16

2004 2048 256 16

2006 2048 512 32

2007 3584 1024 32

one thing, what can be adopted and deployed in a production
network is an entirely different thing. Let us take a closer look
at the reality first.
It is often said that how much water a barrel can contain

is determined by its shortest timber. If we apply the same
rational here, we can roughly draw two corollaries.

• Corollary 1: The routing scalability problem for a router
is determined by its smallest available memory pertaining
to the routing table it stores.

• Corollary 2: The routing scalability problem for an ISP
is determined by those routers which currently have the
worst routing scalability problem.

Based on above understanding, as network operators, we do
see an immediate routing scalability problem to address today.
For example, a router purchased in 1998 only has 8MB ASIC
memory, which has already approached its limit to handle
today’s full routing table. As we stated in Section II, there
is a reason why such legacy routers are still running in a
production network.
Today, such immediate concern is addressed on a case

by case basis. For a router that cannot hold a full routing
table, the easiest way is to install a default route when it
makes sense, e.g., when an edge router only has one or two
physical connections to its upstream router. But default route
is a quite limiting option mainly because it gives away all
routing knowledge and inevitably prevent us, as well as our
customers, from engineering the traffic. As a tier-1 ISP, it is not
uncommon that a downstream customer demands a full routing
table for his/her own traffic engineering purpose. If the edge
router connecting to the demanding customer happens to not
have enough memory to hold the full routing table, a dedicated
engineering effort will be needed to find a way to reduce the
memory usage. One possible approach is to let an upstream
router suppress those prefixes which are either aggregatable or
fully internal. Then the “compressed” full routing table is sent
to the incompetent edge router. Such compression can only
improve the situation to a certain degree, and it is losing its
effectiveness over time when the global routing table becomes
more fragmented.
Undoubtedly, hardware upgrades is a readily available al-

ternative to address routing scaling issue. However, hardware
upgrades are not an economically sustainable solution. Per
today’s business model, an ISP’s revenue mainly comes from
providing the Internet connectivity or other Internet services to
customers. Customers pay by physical circuits and bandwidth
they rent. When customers request higher-speed circuits and
pay extra for additional bandwidth, from business point of
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view, it is easy to justify the cost to upgrade a legacy edge
device. On the other hand, customers do not pay for adding
network prefixes they sent to ISP’s routing table. As a matter
of fact, a customer literally can add as many network prefixes
as he wishes at no additional cost. Because there is no direct
connection between revenue generation and the routing table
growth, again from business point of view, it is difficult to
justify the cost of hardware upgrade associated to routing scal-
ability problem. To resolve this dilemma, either the existing
business model needs to be changed, or new technological
solution needs to be developed to place an ultimate control
over the routing table growth.

V. REQUIREMENTS

In searching for a solution to the routing scalability prob-
lem, we summarize a few basic requirements from an ISP’s
perspective. By no means should this suggest a complete or
mandatory list, rather the list intends to provide information in
helping design a more deployable and practical solution. The
requirements for a solution can be loosely grouped in three
main categories of concern: Business Support, Compatibility,
and OPEX Reduction.

A. Business Support

From past experiences, a new technology, when backed
up by business support, is more likely to be adopted by
industry. Business tends to welcome technologies which can
either increase the revenue or decrease the cost. For example,
VPN technology quickly becomes a popular service offered
by many ISPs because it brings in new enterprise customers
who requires the enhanced security and privacy than public
Internet. Similarly, network based firewall and IDS technology
were adopted to offer managed network security products to
attract those customers who are seeking professional services
to protect their networks. Ethernet now emerges as a promis-
ing long-haul transport technology to replace comparatively
expensive SONET, mainly because significant cost savings are
found by such transition. MPLS has been largely deployed in
production networks for years. Compared to traditional intra-
domain routing protocol like OSPF or ISIS, MPLS provides
finer granularity traffic engineering and faster failure recovery
capability. Such capability is critical to ISPs as it improves
both the circuit utilization and customer satisfactions.
However, as discussed in Section IV, the routing table

growth has yet found a direct connection to the revenue
growth. It makes solving routing scalability problem especially
challenging. If the situation does not change, an ISP will likely
address the problem only on an as-needed basis. When that
time comes, a solution with minimal cost and the least service
impact is likely invoked. For a commercial ISP, the cost is the
most determining factor, which not only includes the initial
hardware and/or software purchase, but also the introduced
changes to the existing back-end management systems, as well
as the associated deployment and maintenance efforts.
Furthermore, the scaling stress impacts the largest networks

first. Therefore, any solution should be able to be deployed
gradually, thereby allowing smaller providers to forego what
they may view as unnecessary migrations to reduce the total
cost.

B. Backward Compatibility

Another important factor to be considered is to protect
the existing heavy investments by ISPs on today’s network
infrastructure, including circuits and routing devices, data
measurement infrastructure, back-end management systems,
established business procedures, and so on. Backward com-
patibility is also critical to a solution. Radical changes, such
as the one requires new hardware, flag-day event (network-
wide change in same day), commissioning a new supporting
infrastructure, or collaboration with other organizations, are
not impossible, but more likely take longer time. IPv6 mi-
gration is a good example of such change. On the contrary,
changes which are incremental, on the individual router basis,
invisible to outside world are much easier to be tested and
deployed.
In addition, any solution must at least support the current ca-

pabilities with regard to multi-homing, provider independence,
and traffic engineering. The solution should not degrade the
service or increase the risk of falling below Service Level
Agreement (SLA) thresholds. Without addressing these capa-
bility and SLA probabilities, customers are likely to migrate
away from ISPs that implement those methods.

C. OPEX Reduction

Operational costs with regards to time efficiency and net-
work complexity are usually some of the most nebulous and
difficult costs to quantify for network cost modeling. The
most fundamental requirement resides in the deployment cost
and Operational Expense (OPEX) associated with hardware
upgrades. Large networks may be comprised of several hun-
dred or even several thousand routers. Even component-level
upgrade process may take a year or more from inception to
completion in some large networks. With certification added
to upgrade project timelines, the lifetime of the router’s archi-
tecture may need to be up to seven years to fully depreciate
the asset. Therefore, routers purchased in 2010 would need
to have usability until at least 2017. Any practical solution
must lower the initial and recurring expenses associated with
operating and maintaining an ever-growing route table.
From network operation’s point of view, it is desirable to

have a new technology which is not only technologically
sound, but also simple to understand and easy to operate. New
products and other revenue drivers are easy to associate with
training budgets, however, non-revenue related increases, such
as those associated with external or ambient route growth,
are more difficult to justify or have unanticipated increases
as a Business As Usual (BAU) expense. Moreover, network
operation staffs usually have full workload on a daily basis,
which leaves less time for training and learning new concepts
or new operational methodologies. Reducing the possible
learning curve will facilitate a smooth deployment.

VI. SOLUTION SPACE

In this section, we provide our view and comments on the
solution space. To ease the discussion, we roughly categorized
various proposed solutions into the following categories:
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A. Business Model Change

There are some discussions about a new routing econ-
omy [19]. The concept is that those who operate routers
in the Default Free Zone (DFZ) should be compensated to
carry routes in the routing system. This approach is diffi-
cult to implement, because there is no easy mechanism to
exchange money with all of the networks that make up the
DFZ. Furthermore, there is a debate about whether particular
networks in the DFZ have a real requirement to be default
free. In addition, when distributing funds, one would have to
consider the number of routers that carry the route, and the
cost of upgrades. This could easily call into question particular
routing designs, or upgrade practices and their associated
costs. As each member of the DFZ would have to pay for
routes they advertise to other members, the cost would have
to be reflected in the services that each network provides.
Ultimately, a routing economy would need to charge fees to
their customers based on the number of prefixes each customer
advertises.
An additional problem relates to smaller or regional net-

works. These smaller networks may carry the full external
global routing table, but they do not have the same magnitude
of internal or infrastructure prefixes and, therefore, would not
need to upgrade their routers at the same rate. Creating such
a routing economy would unnecessarily inflict burden upon
these networks when they don’t have such a premature need
to upgrade their routing infrastructure to cope with the routing
burden.

B. Routing Architecture Re-design

The idea to separate location and identification address
space has been discussed since 1990s and it remains as an
attractive and promising direction today to resolve the routing
scalability issue [12], [13]. The basic idea is to split the address
space into two, one for the routing system (locator) and the
other for end systems (identifier). The IP address prefixes for
end systems will be moved out from today’s DFZ routing
infrastructure. Thus the size of the global routing table may
be significantly smaller.
However, it seems to us that this type of new designs does

not make the problem go away, rather it simply moves it into
another problem domain. The mapping system in this new
design faces the same challenges as today’s routing architec-
ture such as traffic engineering, scaling and synchronizing the
database mapping identifiers to locators, routing security, and
so on. As noted by Scudder [2], more efforts are needed to gain
a solid understanding on those critical details. Our concern on
new routing architecture design is that it has yet to demonstrate
strong business supports, as first movers of the new designs do
not see gains in their routing table reduction. In addition, since
a typical development and deployment cycle takes about 3-5
years or even longer, re-architecture the routing infrastructure
simply does not address the immediate scalability problem we
have today.

C. Network Design Optimization

1) RIB size reduction: RIB memory size is mainly de-
termined by two factors: one is the number of network

Fig. 5. RIB memory size vs. number of paths and number of prefixes. Each
point at X-axis represents one router. The gray area shows the memory usage
and the dotted line shows the number of paths or number of prefixes per
router. To make it comparable, the same scale on right Y-axis is used in both
figures. For the confidentiality purpose, the exact numbers have been removed.
The figures indicates the memory usage increase is mainly determined by the
increase of number of available AS paths.

prefixes, and the other is the number of available AS paths.
By analyzing the routing table size and the memory usage
data collected from more than 100 production routers, we
found that the latter dominated the memory usage. In [16]
McPherson et al. also made similar observations on the effect
of multiple available paths. As shown in Fig. 5, when the
number of available AS paths sharply increases (usually
because of adding one or more BGP peers), the memory
usage increases to a different level as well. The number of
prefixes remains almost constant which indicates it is a least
determining factor. Because the number of available paths is
determined by the number of BGP peers, when engineering a
routing infrastructure, one can limit the number of BGP peers
for each router to control the RIB memory usage. For example,
Route Reflector (RR) can greatly reduce the number of BGP
peers for RR client routers.

2) BGP-free core vs. BGP-free edge argument: Some ISPs
have built BGP-free core where a core router does not run
BGP routing protocol, instead it forwards data via MPLS
tunnels. However, a core router normally is more expensive
as well as more resourceful than an edge router in terms
of CPU power and memory size. Eliminating full routing
table from core routers does not gain much with respect to
routing scalability issue. Comparatively, edge routers have
relatively limited resources, and in fact, many of them are
legacy systems. Hence a BGP-free edge seems to be a better
design goal. The most straightforward implementation is to
install a default route on legacy edge routers, although this
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approach may create sub-optimal routing and poor traffic
engineering.
3) Virtual Aggregation: Virtual Aggregation (VA) [6] ex-

tended the concept of the default route by further dividing
the whole IP address space into a small number of Virtual
Prefixes (VP). Only VP routes are installed in the network,
which greatly reduces the routing table size. Data traffic will
be first forwarded to an Aggregation Point Router (APR), then
redirected to the actual exit points through tunnels. Because of
that, VA approach may introduce longer forwarding path and
sub-optimal utilization of network resources. [6] proposed to
resolve those problems by identifying and installing routes for
a list of “popular prefixes” which carries the majority of data
traffic. However, the operational cost to create and maintain
such a dynamic popular prefix list is not trivial as it requires
extensive traffic measurement and analysis. VA may also intro-
duce new risks of possible network congestion, if the popular
prefix list were misidentified or outdated. Moreover, certain
software implementation attaches additional information, such
as accounting, QoS, or firewall, to corresponding FIB entries.
Removal FIB routes will also remove those extra bits which
breaks the existing network operation. Overall, the VA ap-
proach looks promising to address immediate FIB memory
emergency on individual routers, however, it is doubtful to be
adopted as a network-wide solution due to its complexity and
new issues introduced.

D. Software Optimization

As suggested by [17], for a near-term solution to address
the immediate FIB memory shortage on legacy systems, one
may consider possible software optimizations from vendors.
1) FIB size reduction: FIB Aggregation (FA), as detailed

and evaluated in [15], is a local optimization of FIB table by
removing more specific prefixes if they are already covered by
an aggregated prefix with the same next-hop, or aggregating
certain more specific prefixes which share the same next-
hop. [15] reported that such optimization may reduce the
current FIB table size by 30-50% if being “conservative”, i.e.,
keeping exact same routing and forwarding behavior as if no
optimization. With more “aggressive” aggregation algorithms,
one may reduce FIB size by 60-90% but it introduces extra
routable space which may raise security concerns. Our internal
tests revealed about 15-30% FIB reduction rate with the most
conservative aggregation algorithm, while the actual number
may vary network by network. FA is very promising in
extending the lifetime of legacy systems for a couple of years,
but at best it serves as a temporary patch to the overall routing
scalability problem.
2) On-demand routing update: On-demand update of rout-

ing information may be another direction. The basic idea is
FIB does not store a full routing table, instead it queries
RIB for a particular route only when needed. The same idea
can be realized at different levels, such as ASIC queries line
card or master forwarding table, or an edge router queries
a core router. The very concept has been implemented in
early router models back to early 1990s, known as “route
caching”. However, the implementation encountered a big
technical challenge on how to handle the initial traffic when

the route was not available yet. The buffer inside a router was
not large enough to hold the entire initial traffic. One way
to handle this problem is to send the initial traffic to another
routing device which has more resources, such as a core router.
The idea was further examined in detail in [18].
In summary, considering that there is no incentive yet for an

ISP to resolve the routing scalability issue proactively, we feel
FIB reduction may be the most promising solution for now.
It only requires an software update internal to an individual
router with no changes to existing hardware, operations or
business procedures. Thus it meets almost all requirements
outlined in Section V. FIB reduction offers a stopgap that can
hopefully extend the lifetime of legacy devices for another
couple of years while we are waiting for effective solutions
being developed.
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